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How to read this handout
the note is used with lecture in EE205 (you cannot master this topic just by
reading this note) — class activities include
m graphical concepts, math derivation of details/steps in between
m computer codes to illustrate examples
always read 'textbooks’ after lecture
pay attention to the symbol &; you should be able to prove such & result
each chapter has a list of references; find more formal details/proofs from in-text
citations
almost all results in this note can be Googled; readers are encouraged to
‘stimulate neurons’ in your brain by proving results without seeking help from the
Internet first
[@ typos and mistakes can be reported to jitkomut@gmail.com
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System of linear equations

a linear system of m equations in n variables

a11ry + apxe + -+ aipy, =

a21x1 + a22xo + - - + a2pxy =

Am1T1 + Am2T2 + - + AGppTn =

in matrix form: Az =b

problem statement: given A, b, find a solution z (if exists)
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Example: solving ordinary differential equations

given y(0) = 1,y(0) = —1,4(0) = 0, solve
¥y +6+11lg+6y=0
the closed-form solution is
y(t) = Cre™t 4 Che 2t 4 C3e™3

C1,C5 and Cs can be found by solving a set of linear equations

1 = y0) = Ci+Ca+0Cs
-1 = y(O) = —-(C1—-2Cy—3Cs
0 = y(()) = (C14+4C5+9C3
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Example: linear static circuit

given V., Ry, Ro, ..., Rs, find the currents in each loop

Rl R2 R3
YW YW WWA
T ] Tt /73‘ V. = (Ri+ Ry4)ir — Ryiy
4 <i> R4% %R5 0 = —Ryi1+ (Re+ Ry + Rs)ia — Rsis
0 = —Rsyio+ (R3 + Rs)is

by KVL, we obtain a set of linear equations
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Example: polynomial interpolation

fit a polynomial
p(t) = 21 + xot + x3t> 4+ F 2t !

through n points (t1,y1), ..., (tn, Yn)

write out the conditions on z:

t1 to t3 ty ts
problem data (parameters): (t1,91), (t2,42), ..., (tn, Yn)
problem variables: find x1,...,z, such that p(t;) = y; for all ¢
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p(t1) = 1 + zaty + 23t + - -+
p(t2) = 21 + zaty + 385 + - -

p(tn) =x1 + Tot, + .CC?,t?1 + .-

+ a2ttt

+ 2ty !

+ 2t
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Special case: two variables

Examples:
21’1 — T2 = -1 2:]:1 — T2 = -1 2IL’1 — T2 = -1
dr1 — 220 = 2 T +x9 = -1 dr1 — 220 = -2
Z2 To To
A y A
x{ T X1
(a) no solution (b) one solution (c) many solutions

m no solution if two lines are parallel but different interceptions on x2-axis
m many solutions if the two lines are identical
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Geometrical interpretation

2ry —axa+ a3 =1

the set of solutions to a linear equation
a1x1] + a2 + - -+ apTy =b

can be interpreted as a hyperplane on R"

a solution to m linear equations is an intersection of m hyperplanes
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Three types of linear equations

m square if m =n (A is square)
a1l a12| |T1| _ bl]
az ag] T2 ba
m underdetermined if m <n (A is fat)
z1
[au a2 a13] | = [bﬂ
a1 Gz Gz | b
m overdetermined if m >n (A is skinny)
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Existence and uniqueness of solutions

given a system of linear equations existence:
m no solution (the linear system is inconsistent)
m a solution exists (the linear system is consistent)

uniqueness:
m the solution is unique
m there are infinitely many solutions

every system of linear equations has zero, one, or infinitely many solutions

there are no other possibilities
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no solution

. 1 +xyg = 1
ritry =1 201 +x2 = —1
21 + 220 = —x = 2
unique solution
o 4w — r1+x9 = 0
T o =(1/3,2/3) 2r1 4w = —1 =>z=(-1,1)
201 —x0 = 0 o — 1y = -2
infinitely many solutions
] — 22 + 22 = 1
1 +x2 = 1 1_$12+ - 3 _
oyt 2wy = 2 311 — 2wy + 313 = 3

r=(1-t1t), ax=(1-t3tt), teR
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Elementary row operations

define the augmented matrix of the linear equations on page 5 as

ailr a2 an | b
as1 a2 a2y | bo
Aml aGm2 - Amn bm

the following operations on the row of the augmented matrix:
multiply a row through by a nonzero constant

interchange two rows
add a constant times one row to another

do not alter the solution set and yield a simpler system

these are called elementary row operations on a matrix
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Example

T, + 3x9 + 223 =
—x1+x0+2x3 = —1
21‘1 — X9 — 2553 == 3

augmented matrix
=

add the first row to the second (R; + Ry — R2)

1+ 39+ 223 = 2 1
4x9 4+ 3x3 =1 — 0
201 —x0 — 223 = 3 2

-1

add —2 times the first row to the third (—2R; + R — R3)

1+ 3x9 +223 = 2 1
4x9 4 3x3 = 1 - 0
—7.%‘2 — 6.%‘3 = -1 0
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multiply the second row by 1/4 (R2/4 — R3)

T+ 3x9 + 223 =
o + %xg =
—7%2 — 6%3 =

add 7 times the second row to the third (7TRs + R3 — R3)

r1 + 3x2 + 223 =
T + %1’3 =

3 —

=

Nl V]

Qo= DN

multiply the third row by —4/3 (—4R3/3 — R3)

T+ 3x9 + 223 =
T2 + %Lvs
I3 =

Linear algebra and applications

Jitkomut Songsiri

1
0
0

1 3
— 01
0 0

32 2
1 3/4 1/4
-7 —6 -1
2 2
3/4 1/4
—3/4 3/4
32 2
1 3/4 1/4
0 1 -1
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add —3/4 times the third row to the second (R2 — (3/4)R3 — R2)

1 +3x2+ 223 = 2 1 3 2 2
T3 = -1 0 01 -1

add —3 times the second row to the first (R; — 3R2 — Ry)

1+ 2x3 = -1 1 0 2 -1
3 = -1 0 0 1 -1

add —2 times the third row to the first (R; — 2Ry — R;)

ry = 1 1 00 1
rs = —1 0 01 -1

Linear algebra and applications Jitkomut Songsiri 17 / 35



Gaussian elimination

m a systematic procedure for solving systems of linear equations

m based on performing row operations of the augmented matrix

m simplifies the system of equations into an easy form where a solution can be
obtained by inspection
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Row echelon form

definition: a matrix is in row echelon form if
a row does not consist entirely of zeros, then the first nonzero number in the row
is a 1 (called a leading 1)
all nonzero rows are above any rows of all zeros

in any two successive rows that do not consist entirely of zeros, the leading 1 in
the lower row occurs farther to the right than the leading 1 in the higher row

examples:
1 4 -3 5 1 10 01 2 5 0
o1 3 0}, 01 0], 0 01 -1 0
00 1 2 0 00 000 0 1
Jitkomut Songsiri 19 / 35
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Reduced row echelon form

definition: a matrix is in reduced row echelon form if
m it is in a row echelon form and

m every leading 1 is the only nonzero entry in its column

examples:
01 -2 01
[00} (1)(1)8:; 00 0 1 3
o e A
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Facts about echelon forms

every matrix has a unique reduced row echelon form
row echelon forms are not unique

0 1
-1 ({~1]0
0 0

111
2| -1
0] 0

O N W
o = O

11
example: 01
00

all row echelon forms of a matrix have the same number of zero rows

the leading 1's always occur in the same positions in the row echelon forms of a
matrix A

the columns that contain the leading 1's are called pivot columns of A

@ rank of A is defined as

the number of nonzero rows of (reduced) echelon form of A
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Inspecting a solution

m simplify the augmented matrix to the reduced echelon form

m read the solution from the reduced echelon form

0
01
0 0
10
01
0

10
01
0 0

0
3
0

)

N

0

0 = 0-z3=1 (no solution)

1

-2

1| = =z =-2, za=—-1, x3=>5 (unique solution)
)

= x1 =2, z2 =1 (unique solution)
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Leading and free variables

T+ 3$2 = =2
Tro — I3
definition:

m the corresponding variables to the leading 1's are called leading variables
m the remaining variables are called free variables

here x1,xo are leading variables and z3 is a free variable

let x3 =t and we obtain
1 =-3t—2, x3=t+1, x3=1
(many solutions)
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General solution

-5 1 4
O 0 0 = x1—bratax3=4
0 0

x1 is the leading variable, z2 and x3 are free variables
let x9 = s and 3 = ¢ we obtain

Ty = Hs—t+4
Ty = S (many solutions)
r3 = t

by assigning values to s and ¢, a set of parametric equations:

1 = Hs—t+4
Tro9 = S
r3 = t

is called a general solution of the system
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Solution to a linear system
solving b = Az with A € R™*"™ has only three possibilities
no solution: if rank([A|b]) # rank(A)

11 30 1 0] 2

01 2|-1], 0 1|1

0 0 0] 2 0 0] -1
unique solution: if rank([A]b]) = rank(A) =n

11 30 1 0l2

01 2/-1], | 5|3

0 0 1] 2

infinitely many solution: if rank([A[b]) = rank(A4) <n

11 30
01 2]-1
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Gaussian-Jordan elimination

m simplify an augmented matrix to the reduced row echelon form
m inspect the solution from the reduced row echelon form

m the algorithm consists of two parts:

m forward phase: zeros are introduced below the leading 1's
m backward phase: zeros are introduced above the leading 1's
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Example

T1 4+ x20 + 223 = 8 1 1 2 8
—x1—2294+32z3 =1 — |—-1 -2 3 1
3rx1 — Txo+4x3 = 10 3 =7 4 10

use row operations

R+ Ry — Ry —3R1 + R3 — R3 (—1) - Ry — Ry

1 1 2 8 1 1 2 8 1 1 2 8
0 -1 5 9 0 -1 5 9 o 1 -5 -9
3 =7 4 10 0 —-10 -2 —-14 0 —-10 -2 —-14

10Rs + R3 — R3 R3/(—52) — R3

1 1 2 8 11 2 8
01 -5 =9 01 -5 -9
0 0 —52 —-104 00 1 2

(a row echelon form)

we have added zero below the leading 1's (forward phase)
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continue performing row operations

5R3+ Ry Ry —Ro+R1 >Ry —2R3+Ri—> Ry

11 2 8 1 0 2 7 1 00 3
0101 0101 0101
0 01 2 0 01 2 001 2

(reduced echelon form)

we have added zero above the leading 1's (backward phase)
from the reduced echelon form, rank([A[b]) = rank(A) =n

the system has a unique solution

:B1:3, $2:17 $3:2
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Homogeneous linear systems
definition:

a system of linear equations is said to be homogeneous if b;'s are all zero

a1171 + a12xa + -+ apr, = 0
0

ag1r1 + agexe + - + agpy =

Am1T1 + amaT2 + -+ + Gppn, = 0
B =29 =---=x, =0 is the trivial solution to Az =0
m if (x1,29,...,2,) is a solution, so is (axy, axs,...,ax,) for any o € R

m hence, if a solution exists, then the system has infinitely many solutions (by
choosing « arbitrarily)

m if z and w are solutions to Ax =0, so is z + aw for any o € R
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example

T1 — X9+ 2x3 — T4 =0 1 -1 2 -1 0
201 +x90 — 2203 — 224 = 0 — 2 1 -2 -2 0
—x1 4+ 229 —4dax3+x4 = 0 -1 2 -4 1 0
3x1 — 314 = 0 3 0 0 -3 0
the reduced echelon form is

1 0 0 -1 0

0 1 -2 0 0 — Tr1 — T4 =0

0 0 0 0 0 xro — 2333 =0

0 0 O 0 O

define x3 = s, x4 = t, the parametric equation is
r1=t, T2=2s, x3=sS, x4=1

there are two nonzero rows, so we have two (n — 2 = 2) free variables
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Properties of homogeneous linear system

more properties:

m the last column of the augmented matrix is entirely zero (and hence, can be
neglected in the augmented matrix)

m if the reduced row echelon form has r nonzero rows, then the system hasn —r
free variables

m a homogeneous linear system with more unknowns than equations has infinitely
many solutions
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Range space of A

range space of A € R™*" is

R(A) {yeR™|y= Az, forzeR"}

rank(A) £ number of leading 1's in row echelon form of A

m y € R(A) if and only if y is a linear combination of columns in A:
Yy =z101 +T202 + -+ - + XTpay

m a linear system y = Ax has a solution if and only if y € R(A) (existence)

m equivalently, y = Ax has a solution if and only if rank(A) = rank([A | y])
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Nullspace of A

nullspace of A is
NA) ={zeR"| Az =0}

example:
2 -5 3 0 100 1/2 jﬁ
A=|-2 -1 3 1|, = R=10 10 14|, w=ws| ;| wcR
5 -1 -3 2 00 1 1/12 .

uniqueness of solution:
m if the linear system has a solution, the solution is unique if and only if N'(A) = {0}

m if 2, is a solution to Az = b, and N'(A) # {0} then a general solution to Az =b
can be expressed as z = x;, + z where z € N'(A) (infinitely many solutions)
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Summary of solving linear systems
for A€ R™ " b e R™*", the linear system Ax = b has a solution if and only if
be R(A) <= rank([A|b]) =rank(A)
if Ax = b has a solution, the uniqueness of the solution in three cases:

m square A: the solution is unique < N(A) # {0} < no zero rows in reduced
echelon form of A

m tall A: the solution is unique < N (A) # {0}
m fat A: since N (A) # {0} (always), the solutions are never unique
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